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HH #24
You have a critical application that must always be running on a specific node for high availability purposes. Which of the following
Kubernetes features can be used to enforce this requirement?

A. Pod affinity

B. Taints and tolerations
C. Pod anti-affinity

D. Node affinity

E. Node anti-affinity

_—I.Eﬁ: B\ D

fEERA -

You can use both *nodeAffinity» and +taints and tolerationS to enforce scheduling on a specific node: *nodeAffinity=: Define a strong
preference for scheduling on the desired node using 'required DuringSchedulinglgnoredDuringExecution'. This ensures that the pod is
scheduled on the target node mitially. *Taints and TolerationS: You can taint the desired node with a specific key-value pair. Then,
configure the pod to tolerate that specific taint. This ensures that the pod can only be scheduled on the node that has that taint
applied. While ‘podAffinity can be used for grouping pods together, it does not directly enforce scheduling on a specific node.
*nodeAntiAffinitys and *pod AntiAffinity» are used to prevent pods from being scheduled on the same or similar nodes, not to force
them onto specific node.

H #25
‘Which component of the Kubernetes architecture is responsible for integration with the CRI container runtime?

A. kubelet

B. kubeadm

C. kubectl

D. kube-apiserver

EfE: A

R -

The correct answer is B: kubelet. The Container Runtime Interface (CRI) defines how Kubernetes interacts with container runtimes
n a consistent, pluggable way. The component that speaks CRI is the kubelet, the node agent responsible for running Pods on each
node. When the kube-scheduler assigns a Pod to a node, the kubelet reads the PodSpec and makes the runtime calls needed to
realize that desired state-pull images, create a Pod sandbox, start containers, stop containers, and retrieve status and logs. Those
calls are made via CRI to a CRI-compliant runtime such as containerd or CRI-O.

Why not the others:

kubeadm bootstraps clusters (init/join/upgrade workflows) but does not run containers or speak CRI for workload execution.
kube-apiserver is the control plane API frontend; it stores and serves cluster state and does not directly integrate with runtimes.
kubectl is just a client tool that sends API requests; it is not involved in runtime integration on nodes.

This distinction matters operationally. If the runtime is misconfigured or CRI endpoints are unreachable, kubelet will report errors


https://www.certjuken.com/KCNA-exam.html
https://www.passtest.jp/Linux-Foundation/KCNA-shiken.html

and Pods can get stuck in ContainerCreating, image pull failures, or runtime errors. Debugging often involves checking kubelet logs
and runtime service health, because kubelet is the integration point bridging Kubernetes scheduling/state with actual container
execution.

So, the node-level component responsible for CRI integration is the kubelet-option B.

H #26
You're running a Kubernetes cluster with several applications, and you want to analyze the performance of your applications at the

Kubernetes cluster level. What are the key metrics you should monitor to gain insights into cluster-wide performance?

A. Number of pods running in each namespace.

B. Latency and throughput of requests to the Kubernetes API server.

C. Total CPU and memory usage across all nodes in the cluster.

D. Number of active Kubernetes controllers (e.g., Deployment, ReplicaSet).
E. Number of failed deployments and pod restarts.

IE%: B\ C\ D\ E
AR -

The correct answers are B, C, D, and E . These metrics are crucial for understanding the overall performance of your Kubernetes
cluster. B: Total CPU and memory usage across all nodes in the cluster. This metric helps you assess the overall resource
consumption of your cluster. If the CPU or memory utilization consistently reaches high levels, it might indicate resource constraints,
performance bottlenecks, or potential capacity planning issues. C: Number of failed deployments and pod restarts. This metric
provides insights into the stability and reliability of your applications. Frequent deployment failures or pod restarts might indicate
issues with application code, deployment configurations, or underlying infrastructure. D: Latency and throughput of requests to the
Kubernetes API server. The Kubernetes API server handles all requests to manage the cluster. Monitoring API server latency and
throughput can help identify performance bottlenecks and potential issues with cluster communication. E: Number of active
Kubernetes controllers (e.g,, Deployment, ReplicaSet). Kubernetes controllers are responsible for managing and maintaining the
state of your applications. Tracking the number of active controllers can help you identify potential issues with controller activity,
such as resource exhaustion or unexpected controller behavior. Option A is not as crucial for cluster-wide performance analysis.
While knowing the number of pods running in each namespace might be useful for resource allocation, it doesn't directly reflect the
overall performance of the cluster.

R #27
Which of'the following best describes the way kubernetes Role-based access control (RBAC) works?

A. Kubernetes RBAC lists which operations on which resources are denied to users

B. Kubernetes RBAC is responsible for authenticating subjects such as users and groups

C. Kubernetes RBAC states which users can perform which actions against which re-source
D. Kubernetes does not do RBAC

EfE: C

R -
https:/kubernetes.io/docs/reference/access-authn-authz/rbac/

HH #28
Manual reclamation policy of'a PV resource is known as:

A. Recycle
B. Delete
C. claimRef
D. Retain

IEf#: D
A -

The correct answer is C: Retain. In Kubernetes persistent storage, a PersistentVolume (PV) has a persistentVolumeReclaimPolicy
that determines what happens to the underlying storage asset after its PersistentVolumeClaim (PVC) is deleted. The reclaim policy



options historically include Delete and Retain (and Recycle, which is deprecated/removed in many modern contexts). "Manual
reclamation” refers to the administrator having to manually clean up and/or rebind the storage after the claim is released-this behavior
corresponds to Retain.

With Retain, when the PVC is deleted, the PV moves to a "Released" state, but the actual storage resource (cloud disk, NFS path,
etc.) is not deleted automatically. Kubernetes will not automatically make that PV available for a new claim until an administrator
takes action-typically cleaning the data, removing the old claim reference, and/or creating a new PV/PVC binding flow. This is
important for data safety: you don't want to automatically delete sensitive or valuable data just because a claim was removed.

By contrast, Delete means Kubernetes (via the storage provisioner/CSI driver) will delete the underlying storage asset when the
claimis deleted-useful for dynamic provisioning and disposable environments. Recycle used to scrub the volume contents and make
it available again, but it's not the recommended modern approach and has been phased out in favor of dynamic provisioning and
explicit workflows.

So, the policy that implies manual intervention and manual cleanup/reuse is Retain, which is option C.

R #29
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