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¢ Business Continuity: The topic of business continuity measures knowledge about analyzing BCDR plans for
bEy 71 compliance and evaluating BCDR plans for specific workloads.
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¢ Advanced Configuration and Troubleshooting: This topic covers sub-topics of executing API calls,
FEw 22 configuring third-party integrations, analyzing AOS security posture, and translate business needs into
technical solutions. Lastly, it discusses troubleshooting Nutanix services as well

e Analyze and Optimize Network Performance: Focal points of this topic are overlay networking, physical
FEY 23 networks, virtual networks, network configurations, and flow policies. Moreover, questions about
configurations also appear.

¢ Analyze and Optimize Storage Performance: It covers storage settings, workload requirements, and
ey 74 storage internals.

¢ Analyze and Optimize VM Performance: Manipulation of VM configuration for resource utilization is
bEY 7S discussed in this topic. It also explains interpreting VM, node, and cluster metrics.
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Task 2

An administrator needs to configure storage for a Citrix-based Virtual Desktop infrastructure.

Two VDI pools will be created

Non-persistent pool names MCS_Pool for tasks users using MCS Microsoft Windows 10 virtual Delivery Agents (VDAs)
Persistent pool named Persist Pool with full-clone Microsoft Windows 10 VDAs for power users

20 GiB capacity must be guaranteed at the storage container level for all power user VDAs The power user container should not be
able to use more than 100 GiB Storage capacity should be optimized for each desktop pool.

Configure the storage to meet these requirements. Any new object created should include the name of the pool(s) (MCS and/or
Persist) that will use the object.

Do not include the pool name if the object will not be used by that pool.

Any additional licenses required by the solution will be added later.
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See the Explanation for step by step solution

Explanation:

To configure the storage for the Citrix-based VDI, you can follow these steps:

Log in to Prism Central using the credentials provided.

Go to Storage > Storage Pools and click on Create Storage Pool.

Enter a name for the new storage pool, such as VDI_Storage Pool, and select the disks to include in the pool. You can choose any
combination of SSDs and HDDs, but for optimal performance, you may prefer to use more SSDs than HDDs.

Click Save to create the storage pool.

Go to Storage > Containers and click on Create Container.

Enter a name for the new container for the non-persistent pool, such as MCS Pool Container, and select the storage pool that you
just created, VDI_Storage Pool, as the source.

Under Advanced Settings, enable Deduplication and Compression to reduce the storage footprint of the non-persistent desktops.
You can also enable Erasure Coding if you have enough nodes in your cluster and want to save more space. These settings will help
you optimize the storage capacity for the non-persistent pool.

Click Save to create the container.

Go to Storage > Containers and click on Create Container again.

Enter a name for the new container for the persistent pool, such as Persist Pool Container, and select the same storage pool,

VDI Storage Pool, as the source.

Under Advanced Settings, enable Capacity Reservation and enter 20 GiB as the reserved capacity. This will guarantee that 20 GiB
of space is always available for the persistent desktops. You can also enter 100 GiB as the advertised capacity to limit the maximum
space that this container can use. These settings will help you control the storage allocation for the persistent pool.

Click Save to create the container.

Go to Storage > Datastores and click on Create Datastore.

Enter a name for the new datastore for the non-persistent pool, such as MCS_Pool Datastore, and select NFS as the datastore
type. Select the container that you just created, MCS_Pool Container, as the source.



Click Save to create the datastore.

Go to Storage > Datastores and click on Create Datastore again.

Enter a name for the new datastore for the persistent pool, such as Persist Pool Datastore, and select NFS as the datastore type.
Select the container that you just created, Persist Pool Container, as the source.

Click Save to create the datastore.

The datastores will be autormatically mounted on all nodes in the cluster. You can verify this by going to Storage > Datastores and
clicking on each datastore. You should see all nodes listed under Hosts.

You can now use Citrix Studio to create your VDI pools using MCS or full clones on these datastores. For more information on
how to use Citrix Studio with Nutanix Acropolis, see Citrix Virtual Apps and Desktops on Nutanix or Nutanix virtualization
environments.
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Task 8

Depending on the order you perform the exam iterms, the access information and credentials could change. Please refer to the other
item performed on Cluster B if you have problems accessing the cluster.

The infosec team has requested that audit logs for API Requests and replication capabilities be enabled for all clusters for the top 4
severity levels and pushed to their syslog system using highest reliability possible. They have requested no other logs to be included.
Syslog configuration:

Syslog Name: Corp_syslog

Syslop IP: 34.69.43.123

Port: 514

Ensure the cluster is configured to meet these requirements.

Ef#:

A -

See the Explanation for step by step solution
Explanation:

To configure the cluster to meet the requirements of the infosec team, you need to do the following steps:

Log in to Prism Central and go to Network > Syslog Servers > Configure Syslog Server. Enter Corp_syslog as the Server Name,
34.69.43.123 as the IP Address, and 514 as the Port. Select TCP as the Transport Protocol and enable RELP (Reliable Logging
Protocol). This will create a syslog server with the highest reliability possible.

Click Edit against Data Sources and select Cluster B as the cluster. Select API Requests and Replication as the data sources and set
the log level to CRITICAL for both of them. This will enable audit logs for API requests and replication capabilities for the top 4
severity levels (EMERGENCY, ALERT, CRITICAL, and ERROR) and push themto the syslog server. Click Save.

Repeat step 2 for any other clusters that you want to configure with the same requirements.
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To configure the Nutanix clusters to enable audit logs for API Requests and replication capabilities, and push them to the syslog
system with the highest reliability possible, you can follow these steps:

Log in to the Nutanix Prism web console using your administrator credentials.

Navigate to the "Settings" section or the configuration settings interface within Prism

Locate the "Syslog Configuration" or "Logging" option and click on it.

Configure the syslog settings as follows:

Syslog Name: Enter "Corp_syslog" as the name for the syslog configuration.

Syslog IP: Set the IP address to "34.69.43.123", which is the IP address of the syslog system.

Port: Set the port to "514", which is the default port for syslog.

Enable the option for highest reliability or persistent logging, if available. This ensures that logs are sent reliably and not lost in case of
network interruptions.

Save the syslog configuration.

Enable Audit Logs for API Requests:

In the Nutanix Prism web console, navigate to the "Cluster" section or the cluster management interface.

Select the desired cluster where you want to enable audit logs.

Locate the "Audit Configuration” or "Security Configuration" option and click on it.

Look for the settings related to audit logs and API requests. Enable the audit logging feature and select the top 4 severity levels to be
logged.

Save the audit configuration.

Enable Audit Logs for Replication Capabilities:

In the Nutanix Prism web console, navigate to the "Cluster" section or the cluster management interface.

Select the desired cluster where you want to enable audit logs.

Locate the "Audit Configuration” or "Security Configuration” option and click on it.

Look for the settings related to audit logs and replication capabilities. Enable the audit logging feature and select the top 4 severity
levels to be logged.

Save the audit configuration.

After completing these steps, the Nutanix clusters will be configured to enable audit logs for API Requests and replication
capabilities. The logs will be sent to the specified syslog system with the highest reliability possible.

nchi

<ncl> rsyslog-config set-status enable=false

<ncl> rsyslog-config add-server name=Corp_Syslog ip-address=34.69.43.123 port=514 network-protocol-tdp relp-
enabled=false

<ncli> rsyslog-config add-module server-name= Corp_Syslog module-name=APLOS level=INFO

<ncl> rsyslog-config add-module server-name= Corp_Syslog module-name=CEREBRO leve=INFO

<ncl> rsyslog-config set-status enable=true

https7/portal nutanix. convpage/documents/kbs/details ?targetld=k AOOe0000009CEECA2
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Task 7
An administrator has environment that will soon be upgraded to 6.5. In the meantime, they need to implement log and apply a



security policy named Staging Production, such that not VM in the Staging Environment can communicate with any VM in the
production Environment, Configure the environment to satisfy this requirement.
Note: All other configurations not indicated must be left at their default values.

Ef#:
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See the Explanation for step by step solution

Explanation:

To configure the environment to satisfy the requirement of implementing a security policy named Staging Production, such that no
VM in the Staging Environment can communicate with any VM in the production Environment, you need to do the following steps:
Log in to Prism Central and go to Network > Security Policies > Create Security Policy. Enter Staging Production as the name of
the security policy and select Cluster A as the cluster.

In the Scope section, select VM as the entity type and add the VM that belong to the Staging Environment and the Production
Environment as the entities. You can use tags or categories to filter the VMs based on their environment.

In the Rules section, create a new rule with the following settings:

Direction: Bidirectional

Protocol: Any

Source: Staging Environment

Destination: Production Environment

Action: Deny

Save the security policy and apply it to the cluster.

This will create a security policy that will block any traffic between the VMs in the Staging Environment and the VMs in the
Production Environment. You can verify that the security policy is working by trying to ping or access any VM in the Production
Environment fromany VM in the Staging Environment, or vice vers a. You should not be able to do so.

Policies
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Task 11

An administrator has noticed that after a host failure, the SQL03 VM was not powered back on from another host within the cluster.
The Other SQL VMs (SQLO1, SQLO02) have recovered properly in the past.

Resolve the issue and configure the environment to ensure any single host failure affects a minimal number os SQL VM.

Note: Do not power on any VMs

IEf#:
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See the Explanation for step by step solution

Explanation:

One possible reason why the SQLO3 VM was not powered back on after a host failure is that the cluster was configured with the
default (best effort) VM high availability mode, which does not guarantee the availability of VMs in case of insufficient resources on
the remaining hosts. To resolve this issue, I suggest changing the VM high availability mode to guarantee (reserved segments), which
reserves some memory on each host for failover of VM fromaa failed host. This way, the SQL03 VM will have a higher chance of
being restarted on another host in case of a host failure.

To change the VM high availability mode to guarantee (reserved segments), you can follow these steps:

Log in to Prism Central and select the cluster where the SQL VM are running,

Click on the gear icon on the top right corner and select Cluster Settings.

Under Cluster Services, click on Virtual Machine High Availability.



Select Guarantee (Reserved Segments) from the drop-down menu and click Save.

To configure the environment to ensure any single host failure affects a minimal number of SQL VM, I suggest using anti-affinity
rules, which prevent VM that belong to the same group from running on the same host. This way, if one host fails, only one SQL
VM will be affected and the other SQL VM will continue running on different hosts.

To create an anti-affinity rule for the SQL VM, you can follow these steps:

Log in to Prism Central and click on Entities on the left menu.

Select Virtual Machines from the drop-down menu and click on Create Group.

Enter a name for the group, such as SQL Group, and click Next.

Select the SQL VMs (SQLO1, SQL02, SQLO03) fromthe list and click Next.

Select Anti- Affinity from the drop-down menu and click Next.

Review the group details and click Finish.

I hope this helps. How else can I help?

https/portal. nutanix.con/page/documents/details ?targetld=AHV- Admin-Guide-v6 _5:ahv-affinity-policies-c.html
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Topic 1, Performance Based Questions
Environment

You have been provisioned a dedicated environment for your assessment which includes the following:

Workstation

* windows Server 2019

* All software/tools/etc to perform the required tasks

* Nutanix Documentation and whitepapers can be found in desktop\files\Documentation

* Note that the workstation is the system you are currently togged into Nutanix Cluster

* There are three clusters provided. The connection information for the relevant cluster will be displayed to the high of the question
Please make sure you are working on the correct cluster for each item Please ignore any licensing violations

* Cluster A is a 3-node cluster with Prism Central 2022.6 where most questions will be performed

* Cluster B is a one-node cluster and has one syslog item and one security item to perform

* Cluster D is a one-node duster with Prism Central 5.17 and has a security policy item to perform Important Notes

* Ifthe text is too small and hard to read, or you cannot see an of the GUI. you can increase/decrease the zoom of the browser with
CTRL + ,and CTRL + (the plus and minus keys) You will be given 3 hours to complete the scenarios for Nutanix NCMMCI Once
you click the start button below, you will be provided with:

- A Windows desktop A browser page with the scenarios and credentials (Desktop\instructions) Notes for this exam delivery:

The browser can be scaled lo Improve visibility and fit all the content on the screen.

- Copy and paste hot-keys will not work Use your mouse for copy and paste.

- The Notes and Feedback tabs for each scenario are to leave notes for yourself or feedback for

- Make sure you are performing tasks on the correct components.

- Changing security or network settings on the wrong component may result in a falling grade.

- Do not change credentials on an component unless you are instructed to.

- All necessary documentation is contained in the Desktop\Files\Documentation directory Task 1 An administrator has been asked
to configure a storage for a distributed application which uses large data sets across multiple worker VMs.

The worker VMs nwsst run on every node. Data resilience is provided at the application level and low cost per GB is a Key
Requirerment.

Configure the storage on the cluster to meet these requirements. Any new object created should include the phrase Distributed App
n the name.

R




See the Explanation for step by step solution

Explanation:

To configure the storage on the cluster for the distributed application, you can follow these steps:

Log in to Prism Element of cluster A using the credentials provided.

Go to Storage > Storage Pools and click on Create Storage Pool

Enter a name for the new storage pool, such as Distributed App Storage Pool, and select the disks to include in the pool. You can
choose any combination of SSDs and HDDs, but for low cost per GB, you may prefer to use more HDDs than SSDs.

Click Save to create the storage pool.

Go to Storage > Containers and click on Create Container.

Enter a name for the new container, such as Distributed App Container, and select the storage pool that you just created,
Distributed App_Storage Pool, as the source.

Under Advanced Settings, enable Erasure Coding and Compression to reduce the storage footprint of the dat a. You can also
disable Replication Factor since data resilience is provided at the application level. These settings will help you achieve low cost per
GB for the container.

Click Save to create the container.

Go to Storage > Datastores and click on Create Datastore.

Enter a name for the new datastore, such as Distributed App Datastore, and select NFS as the datastore type. Select the container
that you just created, Distributed App Container, as the source.

Click Save to create the datastore.

The datastore will be automatically mounted on all nodes in the cluster. You can verify this by going to Storage > Datastores and
clicking on Distributed App_Datastore. You should see all nodes listed under Hosts.

You can now create or migrate your worker VM to this datastore and run them on any node in the cluster. The datastore will
provide low cost per GB and high performance for your distributed application.
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