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e Observability Concepts: This section of the exam measures the skills of Site Reliability Engineers and
covers the essential principles of observability used in modern systems. It focuses on understanding

FEY 21 metrics, logs, and tracing mechanisis such as spans, as well as the difference between push and pull data

collection methods. Candidates also learn about service discovery processes and the findamentals of

defining and maintaining SLOs, SLAs, and SLIs to monitor performance and reliability.

¢ PromQL: This section of the exam measures the skills of Monitoring Specialists and focuses on

Prometheus Query Language (PromQL) concepts. It covers data selection, calculating rates and
FEy 22 derivatives, and performing aggregations across time and dimensions. Candidates also study the use of
binary operators, histograns, and timestamp metrics to analyze monitoring data effectively, ensuring
accurate interpretation of system performance and trends.
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¢ Alerting and Dashboarding: This section of the exam assesses the competencies of Cloud Operations
Engineers and focuses on monitoring visualization and alert management. It covers dashboarding basics,
alerting rules configuration, and the use of Alertmanager to handle notifications. Candidates also learn the
core principles of when, what, and why to trigger alerts, ensuring they can create reliable monitoring
dashboards and proactive alerting systens to maintain system stability.
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¢ Prometheus Fundamentals: This domain evaluates the knowledge of DevOps Engineers and emphasizes the

core architecture and components of Prometheus. It includes topics such as configuration and scraping
NEy 2 4 techniques, limitations of the Prometheus system, data models and labels, and the exposition format used
for data collection. The section ensures a solid grasp of how Prometheus functions as a monitoring and
alerting toolkit within distributed environments.

¢ Instrumentation and Exporters: This domain evaluates the abilities of Software Engineers and addresses the
methods for integrating Prometheus into applications. It includes the use of client libraries, the process of
nstrumenting code, and the proper structuring and naming of metrics. The section also introduces exporters
that allow Prometheus to collect metrics from various systemns, ensuring efficient and standardized
monitoring implementation.
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B #27
‘Which Prometheus component handles service discovery?

A. Node Exporter

B. Prometheus Server
C. Pushgateway

D. Alertmanager

IEf#: B

R -

The Prometheus Server is responsible for service discovery, which identifies the list of targets to scrape. It integrates with multiple
service discovery mechanisims such as Kubernetes, Consul, EC2, and static configurations.

This allows Prometheus to automatically adapt to dynamic environments without manual reconfiguration.

E #28
What is a difference between a counter and a gauge?

A. Counters have no labels while gauges can have many labels.

B. Counters change value on each scrape and gauges remain static.
C. Counters are only incremented, while gauges can go up and down.
D. Counters and gauges are different names for the same thing,

Ef: C

AR :

The key difference between a counter and a gauge in Prometheus lies in how their values change over time. A counter is a cumulative
metric that only increases-it resets to zero only when the process restarts. Counters are typically used for metrics like total requests
served, bytes processed, or errors encountered. You can derive rates of change from counters using functions like rate() or
increase() in PromQL.

A gauge, on the other hand, represents a metric that can go up and down. It measures values that fluctuate, such as CPU usage,
memory consumption, temperature, or active session counts. Gauges provide a snapshot of current state rather than a cumulative
total.

This distinction ensures proper interpretation of time-series trends and prevents misrepresentation of one-time or fluctuating values as
cunulative metrics.

Reference:

Extracted and verified from Prometheus official documentation - Metric Types section explaining Counters and Gauges definitions



and usage examples.

B #29
‘What should you do with counters that have labels?

A. Instantiate them with their possible label values when creating them so they are exposed with a zero value.
B. Save their state between application runs so you can restore their last value on startup.

C. Make sure every counter with labels has an extra counter, aggregated, without labels.

D. Investigate if you can move their label value inside their metric name to limit the number of labels.

EfE: A
AR

Prometheus counters with labels can cause missing time series in queries if some label combinations have not yet been observed. To
ensure visibility and continuity, the recommended best practice is to instantiate counters with all expected label values at application
startup, even if their mitial value is zero.

This ensures that every possible labeled time series is exported consistently, which helps when dashboards or alerting rules expect
the presence of those series. For example, if a counter like http _requests_total{method="POST" status="200"} has not yet received
a POST request, initializing it with a zero ensures 1t is still exposed.

Option A is incorrect - label values should never be encoded into metric names.

Option B adds redundancy and does not solve the initialization issue.

Option D is discouraged; counters should reset naturally upon restart, reflecting Prometheus's ephemeral metric model.

Reference:

Verified fiom Prometheus documentation - Instrumentation Best Practices, Counters with Labels, and Avoid Missing Time Series by
Initializing Metrics.

R #30
Which of the following signals belongs to symptom+-based alerting?

A. Disk space

B. Database availability
C. CPU usage

D. API latency

IEf#: D
R -

Symptombased alerting focuses on detecting user-visible or service-impacting issues rather than internal resource states. Metrics
like API latency, error rates, and availability directly indicate degraded user experience and are therefore the preferred triggers for
alerts.

In contrast, resource-based alerts (like CPU usage or disk space) often represent underlying causes, not symptoms. Alerting on
them can produce noise and distract from actual service health problemns.

For example, high API latency (http_request duration seconds) clearly reflects that users are experiencing delays, which is
actionable and business-relevant.

This concept aligns with the RED (Rate, Errors, Duration) and USE (Utilization, Saturation, Errors) monitoring models promoted in
Prometheus and SRE best practices.

Reference:

Verified from Prometheus documentation - Alerting Best Practices, Symptom vs. Cause Alerting, and RED/USE Monitoring
Principles.

HM #31
Which exporter would be best suited for basic HTTP probing?

A. Apache exporter
B. SNMP exporter
C. Blackbox exporter
D. JMX exporter



IEf: C

A -

The Blackbox Exporter is the Prometheus component designed specifically for probing endpoints over various network protocols,
including HTTP, HTTPS, TCP, ICMP, and DNS. It acts as a generic probe service, allowing Prometheus to test endpoints'
availability, latency, and correctness without requiring instrumentation in the target application itself.

For basic HTTP probing, the Blackbox Exporter performs HTTP GET or POST requests to defined URLs and exposes metrics
like probe success, latency, response code, and SSL certificate validity. This makes it ideal for uptime and availability monitoring,
By contrast, the JMX exporter is used for collecting metrics from Java applications, the Apache exporter for Apache HTTP Server
metrics, and the SNMP exporter for network devices. Thus, only the Blackbox Exporter serves the purpose of HTTP probing,
Reference:

Verified from Prometheus documentation - Blackbox Exporter Overview and Exporter Usage Guidelines.
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