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R #12

A data center is designed to support large-scale Al training and inference workloads using a combination of GPUs, DPUs, and
CPUs. During peak workloads, the system begins to experience bottlenecks. Which of the following scenarios most effectively uses
GPUs and DPUs to resolve the issue?

¢ A. Use DPUs to take over the processing of certain Al models, allowing GPUs to focus solely on high- priority tasks

¢ B. Offload network, storage, and security management from the CPU to the DPU, freeing up the CPU and GPU to focus on
Al computation

¢ (. Redistribute computational tasks from GPUs to DPUs to balance the workload evenly between both

¢ D. Transfer memory management from GPUs to DPUs to reduce the load on GPUs during peak times

IEf#: B

TR

Offloading network, storage, and security management from the CPU to the DPU, freeing up the CPU and GPU to focus on Al
computation(C) most effectively resolves bottlenecks using GPUs and DPUs. Here' s a detailed breakdown:

* DPU Role: NVIDIA BlueField DPUs are specialized processors for accelerating data center tasks like networking (e.g., RDMA),
storage (e.g., NVMe-oF), and security (e.g., encryption). During peak Al workloads, CPUs often get bogged down managing these
I/O-intensive operations, starving GPUs of data or coordination. Offloading these to DPUs fiees CPU cycles for preprocessing or
orchestration and ensures GPUs receive data faster, reducing bottlenecks.

* GPU Focus: GPUs (e.g., A100) excel at Al compute (e.g., matrix operations). By keeping them focused on training/inference-
unhindered by CPU delays-utilization improves. For example, faster network transfers via DPU-managed RDMA speed up multi-
GPU synchronization (via NCCL).

* System Impact: Thist##(division of labor) leverages each component's strength: DPUshandle infrastructure, CPUs manage logic,
and GPUs compute, eliminating contention during peak loads.

‘Why not the other options?

* A (Redistribute to DPUs): DPUs aren't designed for general Al compute, lacking the parallel cores of GPUs-inefficient and
impractical.

* B (DPUs process models): DPUs can't run full Al models eftectively; they're not compute-focused like GPUs.

* D (Memory management to DPUs): Memory management is a GPU-mternal task (e.g., CUDA allocations); DPUs can't directly
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control it.
NVIDIA's DPU-GPU integration optimizes data center efficiency (C).

HP#13
You are tasked with virtualizing the GPU resources in a multi-tenant Al infrastructure where different teams need isolated access to
GPU resources. Which approach is most suitable for ensuring efficient resource sharing while maintaining isolation between tenants?

¢ A. Using GPU passthrough for each tenant
¢ B. Implementing CPU-based virtualization
¢ C. Deploying containers without GPU isolation
¢ D. NVIDIA vGPU (Virtual GPU) Technology

Ef#: D

A -

NVIDIA vGPU (Virtual GPU) Technology is the most suitable approach for virtualizing GPU resources in a multi-tenant Al
infrastructure while ensuring efficient sharing and isolation. vGPU allows muiltiple VM to share a physical GPU with dedicated
memory and compute slices, providing isolation via virtualization while maximizing resource utilization. NVIDIA's vGPU
documentation highlights its use in enterprise environments for secure, scalable Al workloads. Option B (GPU passthrough)
dedicates entire GPUs, reducing sharing efficiency. Option C (containers without isolation) risks resource contention. Option D
(CPU-based virtualization) excludes GPU acceleration. vGPU is NVIDIA's recommended solution for this scenario.

HPH #14

You are responsible for scaling an Al infrastructure that processes real-time data using multiple NVIDIA GPUs. During peak usage,
you notice significant delays in data processing times, even though the GPU utilization is below 80%. What is the most likely cause of
this bottleneck?

A. Overprovisioning of GPU resources, leading to idle times
B. Insufficient memory bandwidth on the GPUs

C. High CPU usage causing bottlenecks in data preprocessing
D. Ineflicient data transfer between nodes in the cluster

IEf#: D

fi .-

Inefficient data transfer between nodes in the cluster (D) is the most likely cause of delays when GPU utilization is below 80%. Ina
multi-GPU setup processing real-time data, bottlenecks often arise from slow inter-node communication rather than GPU compute
capacity. If data cannot move quickly between nodes (e.

g, due to suboptimal networking like low-bandwidth Ethernet instead of InfiniBand or NVLink), GPUs watt idle, causing delays
despite low utilization.

* High CPU usage(A) could bottleneck preprocessing, but GPU utilization would likely be even lower if CPUs were the sole issue.
* Overprovisioning(B) would result in idle GPUs, but not necessarily delays unless misconfigured.

* Insufficient memory bandwidth(C) would typically push GPU utilization higher, not keep it below

80%.

NVIDIA recommends high-speed interconnects (e.g,, NVLink, InfiniBand) for efficient data transfer in distributed Al setups (D).

HE #15
‘Which component of the NVIDIA software stack is primarily responsible for optimizing deep learning models for inference in
production environments?

A. NVIDIA TensorRT

B. NVIDIA Triton Inference Server
C. NVIDIA CUDA

D. NVIDIA DIGITS

EfE: A



NVIDIA TensorRT is primarily responsible for optimizing deep learning models for inference, enhancing speed and efficiency on
GPUs in production. Option A (DIGITS) is for training, Option B (Triton) serves models, leveraging TensorRT. Option D (CUDA)
is a foundational platform NVIDIA's TensorRT docs confirm its inference optimization role.

B #16

‘When training a neural network, what is the most common pattern of storage access?

¢ A Random write
¢ B. Sequential read
¢ C. Sequential write

IEf#: B

TR

Training neural networks typically involves streaming large datasets from storage in a sequential read pattern.

This ordered access maximizes throughput and minimizes seek overhead, as training pipelines ingest data in batches for processing
across epochs. Writes (e.g., model checkpoints) are less frequent and typically sequential, while random writes are rare, making
sequential reads the dominant pattern.(Note: The document incorrectly lists C as the answer; B aligns with NVIDIA's
documentation.) (Reference: NVIDIA Al Infrastructure and Operations Study Guide, Section on Storage Access Patterns)
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