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asked.

Amazon AWS Certified Machine Learning - Specialty Sample Questions
(Q31-Q36):
NEW QUESTION # 31 
This graph shows the training and validation loss against the epochs for a neural network The network being trained is as follows
* Two dense layers one output neuron
* 100 neurons in each layer
* 100 epochs
* Random initialization of weights
Which technique can be used to improve model performance in terms of accuracy in the validation set?

A. Adding another layer with the 100 neurons
B. Early stopping
C. Increasing the number of epochs
D. Random initialization of weights with appropriate seed

Answer: B

Explanation:
Early stopping is a technique that can be used to prevent overfitting and improve model performance on the validation set. Overfitting
occurs when the model learns the training data too well and fails to generalize to new and unseen data. This can be seen in the graph,
where the training loss keeps decreasing, but the validation loss starts to increase after some point. This means that the model is
fitting the noise and patterns in the training data that are not relevant for the validation data. Early stopping is a way of stopping the
training process before the model overfits the training data. It works by monitoring the validation loss and stopping the training when
the validation loss stops decreasing or starts increasing. This way, the model is saved at the point where it has the best performance
on the validation set. Early stopping can also save time and resources by reducing the number of epochs needed for training.
References:
Early Stopping
How to Stop Training Deep Neural Networks At the Right Time Using Early Stopping

NEW QUESTION # 32 
A machine learning specialist is applying a linear least squares regression model to a dataset with 1,000 records and 50 features.
Prior to training, the specialist notices that two features are perfectly linearly dependent.
Why could this be an issue for the linear least squares regression model?

A. It could introduce non-linear dependencies within the data, which could invalidate the linear assumptions of the model.
B. It could modify the loss function during optimization, causing it to fail during training.
C. It could cause the backpropagation algorithm to fail during training.
D. It could create a singular matrix during optimization, which fails to define a unique solution.

Answer: D

Explanation:
In linear least squares regression, the design matrix (often denoted as XXX) must have full rank to ensure a unique solution. When
two or more features are perfectly linearly dependent, it leads to multicollinearity, causing the matrix XTXX
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