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Task 7

An administrator has been informed that a new workload requires a logically segmented network to meet security requirements.
Network configuration:

VLAN: 667

Network: 192.168.0.0

Subnet Mask: 255.255.255.0

DNS server: 34.82.231.220

Default Gateway: 192.168.0.1

Domain: cyberdyne.net

IP Pool: 192.168.9.100-200

DHCP Server IP: 192.168.0.2

Configure the cluster to meet the requirements for the new workload if new objects are required, start the name with 667.

Ef#:
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See the Explanation for step by step solution.

Explanation:

To configure the cluster to meet the requirements for the new workload, you need to do the following steps:

Create a new VLAN with ID 667 on the cluster. You can do this by logging in to Prism Element and going to Network
Configuration > VLANs > Create VLAN. Enter 667 as the VLAN ID and a name for the VLAN, such as 667 VLAN.

Create a new network segment with the network details provided. You can do this by logging in to Prism Central and going to
Network > Network Segments > Create Network Segment. Enter a name for the network segment, such as

667 Network Segment, and select 667 VLAN as the VLLAN. Enter 192.168.0.0 as the Network Address and 255.255.255.0 as
the Subnet Mask. Enter 192.168.0.1 as the Default Gateway and

34.82.231.220 as the DNS Server. Enter cyberdyne.net as the Domain Name.

Create a new IP pool with the IP range provided. You can do this by logging in to Prism Central and going to Network > IP Pools
> Create IP Pool. Enter a name for the IP pool, such as 667 IP_Pool, and select

667 Network Segment as the Network Segment. Enter 192.168.9.100 as the Starting [P Address and

192.168.9.200 as the Ending IP Address.

Configure the DHCP server with the IP address provided. You can do this by logging in to Prism Central and going to Network >
DHCP Servers > Create DHCP Server. Enter a name for the DHCP server, such as

667 DHCP_Server, and select 667 Network Segment as the Network Segment. Enter 192.168.0.2 as the IP Address and select
667 IP_Pool as the IP Pool.
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Task 14

An administrator has been asked to configure a storage for a distributed application which uses large data sets across multiple
worker VM.

The worker VMs must run on every node. Data resilience is provided at the application level and low cost per GB is a Key
Requirerment.

Configure the storage on the cluster to meet these requirements. Any new object created should include the phrase Distributed App
n the name.

Ef#:
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See the Explanation for step by step solution.

Explanation:

To configure the storage on the cluster for the distributed application, you can follow these steps:

Log in to Prism Element of cluster A using the credentials provided.

Go to Storage > Storage Pools and click on Create Storage Pool.

Enter a name for the new storage pool, such as Distributed App Storage Pool, and select the disks to include in the pool. You can
choose any combination of SSDs and HDDs, but for low cost per GB, you may prefer to use more HDDs than SSDs.

Click Save to create the storage pool.

Go to Storage > Containers and click on Create Container.

Enter a name for the new container, such as Distributed App Container, and select the storage pool that you just created,
Distributed App Storage Pool, as the source.

Under Advanced Settings, enable Erasure Coding and Compression to reduce the storage footprint of the data.

You can also disable Replication Factor since data resilience is provided at the application level. These settings will help you achieve
low cost per GB for the container.

Click Save to create the container.

Go to Storage > Datastores and click on Create Datastore.

Enter a name for the new datastore, such as Distributed App Datastore, and select NFS as the datastore type.

Select the container that you just created, Distributed App Container, as the source.

Click Save to create the datastore.



The datastore will be automatically mounted on all nodes in the cluster. You can verify this by going to Storage > Datastores and
clicking on Distributed App_Datastore. You should see all nodes listed under Hosts.

You can now create or migrate your worker VM to this datastore and run them on any node in the cluster.

The datastore will provide low cost per GB and high performance for your distributed application.

HE #16

An administrator is working to create a VM using Nutanix V3 API calls with the following specifications.
VM specifications:

* vCPUs: 2

* Memory: 8Gb

* Disk Size: 50Gb

* Cluster: Cluster 1

* Network: default-net

* Branding must be disabled on the VM

The API call is failing, indicating an issue with the payload:

IWI: [

"metadata' is a required property",

""spec’ is a required property”

]

ssage'": "Request could not be processed.",
"reason’: "INVALID REQUEST"
The body is saved in desktop\API Create VM.txt.
Correct any issues in the text file that would prevent it from creating the VM. Also ensure the VM will be created as specified and
make sure it is saved for re-use using that filename.
Deploy the VM through the APL
Note: Do not power on the VM.

Ef#:
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See the Explanation below for detailed answer.

Explanation:

Here is the step-by-step solution to correct the API payload and deploy the VM.

This task is performed using the REST API Explorer within Prism Central.

1. Get Required UUIDs

To create a VM, you first need the unique IDs (UUIDs) for the target cluster and network.

* From the Prism Central dashboard, click the question mark (?) icon in the top-right corner and select REST API Explorer.
* Find Cluster 1 UUID:

* In the API Explorer, search for and select the clusters/list (POST) endpoint.

* In the Body field, paste a simple filter: { "kind": "cluster" }

* Click Send.

* In the "Response" body, find the entry for Cluster 1 and copy its metadata.uuid value.
* Find default-net UUID:

* Search for and select the subnets/list (POST) endpoint.

* In the Body field, paste: { "kind": "subnet" }

* Click Send.

* In the "Response" body, find the entry where spec.name is default-net and copy its metadata.uuid value.

2. Correct the API Payload File

The error message "metadata’ is a required property" and "spec' is a required property" indicates the JSON in the file is malformed
and missing the required root-level objects. The file content also does not match the VM specifications.

* On the desktop, open API Create VM.txt in Notepad.

* Delete all existing text in the file (including the POST Call and Body: lines).

* Paste the following corrected and complete JSON payload into the file.

* Replace <UUID _for Cluster 1> and <UUID for_default-net> with the actual UUIDs you copied in the previous step.
JSON

{

"spec':

"name"; "API VM_Task15",

"resources': {

"power_state": "OFF",



"num_sockets": 2,
"num_vepus_per_socket™ 1,
"memory size mib": 8192,
"disk list": [

{

"disk_size mib": 51200,
"device properties": {
"device type": "DISK"

}

}

I

"nic_list"™: [

{

"subnet_reference": {

"kind": "subnet",

"uid": "<UUID _for_default-net>"
}

}

I,

"guest customization': {
"is_overridable": true,
"override branding': true
}

|2

"cluster reference": {

"kind": "cluster",

"auid": "<UUID _for Cluster 1>"
i

|2
"metadata”; {
lk]'rld": VlVl,rllV
}

}
* Save and close the API Create VM.txt file.

Correction Summary:

* JSON Structure: The original file was malformed. The new payload provides the required spec and metadata objects at the root
level

* vCPUs: Set to 2 sockets (2 vVCPUs total).

* Memory: Set to 8192 MiB (8 GB).

* Disk: Set to 51200 MiB (50 GB) and removed the unneeded CDROM.

* Cluster/Network: Placeholders are added for the required UUIDs.

* Branding: guest_customization.override branding; true is added to disable branding for the VM.

3. Deploy the VM via API

* Return to the REST API Explorer.

* Search for and select the vims (POST) endpoint (the one with the description "Create a new vm'").

* Open the corrected API Create VML.txt file, copy its entire contents (which now includes your specific UUIDs).
* Paste the complete JSON payload into the Body field of the vims (POST) endpoint.

* Click Send.

The API will return a 202 Accepted response, and the VM will be created (and remain powered off) on Cluster 1.

B #17

Task 6

An admmnistrator needs to assess performance gains provided by AHV Turbo at the guest level.

To perform the test the admmnistrator created a Windows 10 VM named Turbo with the following configuration.

1 vCPU

8 GBRAM

SATA Controller

40 GB vDisk

The stress test application is multi-threaded capable, but the performance is not as expected with AHV Turbo enabled. Configure



the VM to better leverage AHV Turbo.
Note: Do not power on the VM. Configure or prepare the VM for configuration as best you can without powering it on.

Ef#:
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To configure the VM to better leverage AHV Turbo, you can follow these steps:

Log in to Prism Element of cluster A using the credentials provided.

Go to VM > Table and select the VM named Turbo.

Click on Update and go to Hardware tab.

Increase the number of VCPUs to match the number of multiqueues that you want to enable. For example, if you want to enable 8
multiqueues, set the vCPUs to 8. This will improve the performance of multi-threaded workloads by allowing them to use muiltiple
processors.

Change the SCSI Controller type from SATA to VirtlO. This will enable the use of VirtlO drivers, which are required for AHV
Turbo.

Click Save to apply the changes.

Power offthe VM if it is running and mount the Nutanix VirtlO ISO image as a CD-ROM device. You can download the ISO
image from Nutanix Portal.

Power on the VM and install the latest Nutanix VirtlO drivers for Windows 10. You can follow the instructions from Nutanix
Support Portal.

After installing the drivers, power off the VM and unmount the Nutanix VirtIO ISO image.

Power on the VM and log in to Windows 10.

Open a command prompt as admmistrator and run the following command to enable multiqueue for the VirtlO NIC:

ethtool -L ethO combined 8

Replace eth0 with the name of your network interface and 8 with the number of multiqueues that you want to enable. You can use
ipconfig /all to find out your network interface name.

Restart the VM for the changes to take effect.

You have now configured the VM to better leverage AHV Turbo. You can run your stress test application again and observe the
performance gains.

https://portal. nutanix.comypage/documents/kbs/details?targetld=k AO0Oe000000LK PdC AOchangev

CPUto 2/4 ?

Change SATA Controller to SCSI:

acli vim.get Turbo

Output Example:

Turbo {

config {

agent vm: False

allow live migrate: True

boot {

boot_device order: "kCdrom”

boot_device order: "kDisk"

boot_device order: "kNetwork"

uefi boot: False

}

cpu_passthrough: False

disable branding: False

disk st {

addr {

bus: "ide"

index: 0

}

cdrom: True

device wuid: "994b7840-dc7b-463e-a9bb-1950d7138671"

empty: True

}

disk st {

addr {

bus: "sata"

index: 0

}

container_id: 4



container_uuid: "49b3ela4-4201-4a3a-8abc-447c663a2a3e"
device uuid: "622550e4-1H91-49dd-81c7-9¢90e89a7b0e"
naa_id: "naa.6506b8dcdalde6e9ce91 1de7d3a22111"
storage vdisk uuid: "7€98a626-4cb3-47dfale2-8627cO0eact"
vmdisk size: 10737418240

vmdisk uuid: "17¢0413b-9326-4572-942£6810122bc716"

}

flash mode: False

hwclock timezone: "UTC"

machine_type: "pc"

memory_mb: 2048

name: "Turbo"

nic_list {

comected: True

mac_addr: "50:6b:8d:b2:a5:e4"

network name: "network"

network _type: "kNativeNetwork"

network uuid: "86a0d7ca-acfd-48db-b15¢-5d65439096"
type: "kNormalNic"

uuid: "9e3e127-966¢-4313-b33c-13608154c8bf"

vlan mode: "kAccess"

}

num_cores_per_vcpu: 2

num threads per core: 1

num vepus: 2

num vnuma_nodes: 0

vga_console: True

vm _type: "kGuestVM"

}

is_rfl vm False

logical timestamp: 2

state: "Off"

uuid: "9670901£8c5b-4586-2699-4110c9ab26¢3"

}

aclivmdisk create Turbo clone from vmdisk=17e0413b-9326-4572-942£6810112bc716 bus=scsi remove the old disk acli
vmdisk delete 17e0413b-9326-4572-942£6810112bc716 disk addr=sata.0

ER#18

Task 15

Depending on the order you perform the exam items, the access information and credentials could change.

Please refer to the other item performed on Cluster B if you have problems accessing the cluster.

The infosec team has requested that audit logs for API Requests and replication capabilities be enabled for all clusters for the top 4
severity levels and pushed to their syslog system using highest reliability possible. They have requested no other logs to be included.
Syslog configuration:

Syslog Name: Corp_syslog

Syslop IP: 34.69.43.123

Port: 514

Ensure the cluster is configured to meet these requirements.

Ef#:
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See the Explanation for step by step solution.

Explanation:

To configure the cluster to meet the requirements of the nfosec team, you need to do the following steps:

Log in to Prism Central and go to Network > Syslog Servers > Configure Syslog Server. Enter Corp_syslog as the Server Name,
34.69.43.123 as the IP Address, and 514 as the Port. Select TCP as the Transport Protocol and enable RELP (Reliable Logging
Protocol). This will create a syslog server with the highest reliability possible.

Click Edit against Data Sources and select Cluster B as the cluster. Select API Requests and Replication as the data sources and set
the log level to CRITICAL for both of them. This will enable audit logs for API requests and replication capabilities for the top 4



severity levels (EMERGENCY, ALERT, CRITICAL, and ERROR) and push them to the syslog server. Click Save.
Repeat step 2 for any other clusters that you want to configure with the same requirements.
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To configure the Nutanix clusters to enable audit logs for API Requests and replication capabilities, and push them to the syslog
system with the highest reliability possible, you can follow these steps:

Log in to the Nutanix Prism web console using your administrator credentials.

Navigate to the "Settings" section or the configuration settings interface within Prism.

Locate the "Syslog Configuration" or "Logging" option and click on it.

Configure the syslog settings as follows:

Syslog Name: Enter "Corp_syslog" as the name for the syslog configuration.

Syslog IP: Set the IP address to "34.69.43.123", which is the IP address of the syslog system.

Port: Set the port to "514", which is the default port for syslog.

Enable the option for highest reliability or persistent logging, if available. This ensures that logs are sent reliably and not lost in case of
network interruptions.

Save the syslog configuration.

Enable Audit Logs for API Requests:

In the Nutanix Prism web console, navigate to the "Cluster" section or the cluster management interface.

Select the desired cluster where you want to enable audit logs.

Locate the "Audit Configuration" or "Security Configuration option and click on it.

Look for the settings related to audit logs and API requests. Enable the audit logging feature and select the top

4 severity levels to be logged.

Save the audit configuration.

Enable Audit Logs for Replication Capabilities:

In the Nutanix Prism web console, navigate to the "Cluster" section or the cluster management interface.

Select the desired cluster where you want to enable audit logs.

Locate the "Audit Configuration” or "Security Configuration" option and click on it.

Look for the settings related to audit logs and replication capabilities. Enable the audit logging feature and select the top 4 severity
levels to be logged.

Save the audit configuration.

After completing these steps, the Nutanix clusters will be configured to enable audit logs for API Requests and replication
capabilities. The logs will be sent to the specified syslog system with the highest reliability possible.

nchi

<ncli> rsyslog-config set-status enable=false

<ncli> rsyslog-config add-server name=Corp_Syslog ip-address=34.69.43.123 port=514 network- protocol=tdp relp-
enabled=false

<ncl> rsyslog-config add-module server-name= Corp_Syslog module-name=APLOS level=INFO

<ncl> rsyslog-config add-module server-name= Corp_Syslog module-name=CEREBRO leveFINFO

<ncli> rsyslog-config set-status enable=true
https7//portal.nutanix.comypage/documents/kbs/details ?targetld=k AOOe0000009CEECA2
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